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Existence for the Neumann stochastic semilinear
equations via an optimal control approach

Ioana Ciotir

ioana.ciotir@gmail.com

Abstract

In the present work we prove existence and uniqueness of the solution
for the stochastic nonlinear equation with Neumann boundary conditions,
under general monotonicity assumptions, motivated by physical applica-
tions. To this purpose we shall use an optimal control approach based on
the variational principle of Brezis and Ekeland.

Key word: stochastic PDE�s, monotone operators, optimal control, varia-
tional principle of Brezis and Ekeland

1 Introduction

This work is concerned with the semilinear stochastic equation with Neumann
boundary condition8>>><>>>:

dX (t)��X (t) dt =
p
QdW (t) ; (0; T )�O;

@X

@n
+�(X) 3 0; (0; T )� @O = �T ;

X (0) = x; O;

(1)

where O is a bounded open subset of Rd with smooth boundary @O, @

@n
is the

outward normal derivative on the boundary of O, � is a maximal monotone
graph (possibly multivalued). We assume that W (t) is a cylindrical Wiener

process on a stochastic basis
�

;F ; fFtgt�0 ;P

�
taking values in the Hilbert

space L2 (O) ; de�ned by W (t) =
1P
j=1

�j (t) ej ; for all t � 0; where fejg is an

orthonormal basis in L2 (O) and
�
�j
	1
j=1

is a sequence of mutually independent

Brownian motion on the probability space. We also assume that x 2 L2 (O) :
The operator Q it considered to be linear, continuous, self-adjoint and pos-

itive on L2 (O) ; with �nite trace such that KerQ = f0g.

1



Existence and uniqueness of the solution for this equation was studied so
far by standard existence theory only under very restrictive hypotheses, i.e.
� is assumed to be a maximal monotone operator de�ned everywhere on R,
monotonically increasing and satisfying

� (0) = 0; for all r 2 R,

j� (r)j � C1 jrj+ C2; for all r 2 R,

(� (r)� � (s)) (r � s) � C3 (r � s)2 ; for all r; s 2 R,

(2)

for some constants Ci > 0; i = 1; 3:
Indeed, considering the operator A : H1 (O)!

�
H1 (O)

��
de�ned by

(A (y) ;  ) =

Z
O
hry;r i dx+

Z
@O
� (0 (y)) 0 ( ) d�; for all  2 H1 (O) ;

where
0 : H

1 (O)! H1=2 (@O) (3)

is the trace function. (For a rigorous de�nition and details see e.g. [9] page
315.)
Consequently, we can rewrite equation (1) as�

dX (t) +AX (t) dt =
p
QdW (t) ;

X (0) = x

and check that, under assumptions (2), the operator A satis�es hypotheses
from [18]. Another approach for existence of solution for the same equation was
recently published in [6].
In the present work we prove existence and uniqueness of the solution for

equation (1) under more general assumptions, motivated by physical applica-
tions. To this purpose we shall use an optimal control approach based on the
method formulated by Brezis and Ekeland in [10] and [11].
The same approach was used in [16] and [17] for deterministic equations with

time periodic coe¢ cients.
Concerning stochastic di¤erential equations, similar results were already

proved for the semilinear equation with Dirichlet boundary condition and for
the porous media equation in [2] and [3], but the case with Neumann boundary
conditions is still an open problem.

Physical motivation
An important model which is not covered by assumptions (2) is the temper-

ature control regulated by the temperature �ux at the boundary. In this case
the operator � is multivalued and the standard form is

� (x) =

8>>>><>>>>:
g1; if x < h1;
[g1; 0] ; if x = h1;
0; if h1 < x < h2;
[0; g2] ; if x = h2;
g2 if h2 < x:
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Here [g1; g2] ; with 0 2 [g1; g2] ; is the closed interval con�ning the �ux of
injected heat which can be measured by

@X

@n
and h1 and h2 are the reference

temperature. For details see Example 3.6 from page 31 of [14]. A similar model
describes di¤usion process through semi-permeable walls.
Another application of equation (1) arise in radiation models and more pre-

cisely in models involving Stefan-Boltzmann radiation law. In this case we need
an operator of the form

� (x) = a x4 + b:

See also the black body radiation model.

Preliminaries and notations
For the reader�s convenience, we shall recall some de�nitions and properties

concerning lower-semicontinuous convex functions.
Given such a function ' : V ! R = [�1; +1] ; where V is a Banach

space, we denote by @' : V ! V 0 the subdi¤erential of '; that is de�ned by

@' (x) = fz 2 V 0; ' (x) � ' (u) + (x� u; z) ; 8u 2 V g ; x 2 V;

and by '� : V 0 ! R its conjugate which is de�ned by

'� (z) = sup f(z; x)� ' (x) ; x 2 Y g ; z 2 V 0:

The conjugate '� is also lower-semicontinuous and convex.
We recall also the duality relations

' (y) + '� (z) � (y; z) ; 8y 2 V and 8z 2 V 0;

' (y) + '� (z) = (y; z) ; iff z 2 @' (y) ;

@'� = (@')
�1
:

(4)

We denoted by (:; :) the duality pairing between V and V 0: For details see e.g.
[8], [19] and [20].
We shall denote by Lp(O) the classical Lebesgue spaces with the usual norm

k:kp and by H1 (O) ; H1=2 (@O) ; Wm;p (O) the usual Sobolev spaces with the
corresponding duals

�
H1 (O)

��
; H�1=2 (@O) ; W�m;p (O), respectively.

IfH is a Hilbert space, we denote by CW ([0; T ] ; H) = CW
�
[0; T ] ;L2 (
; H)

�
the space of all the continuous functions X : [0; T ] ! L2 (
; H) which are
adapted to the Wiener process W . This space is provided with the norm

kXkCW ([0;T ]; H) =

 
sup
t2[0;T ]

E jX (t)j2H

!
:

We can de�ne similarly LpW ([0; T ] ; H) : For details see [12] and [18].
We shall denote by C an independent constant that may change during the

computations.
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Hypotheses and de�nition of the solution

We assume that

H1 The operator � : R! 2R; is a maximal monotone operator such that

D (�) = R and R (�) = R.

Note that the assumption above holds for the operators presented in the
physical motivation.

H2 The potential g of the operator � veri�es

g (�r) � C1g (r) + C2; 8r 2 R;

where C1 > 0: With no loss of generality we may also consider that g � 0
and therefore we have also that g� � 0.

H3 The operator Q from the noise is such that the stochastic convolution
WQ 2 C

�
[0; T ]�O

�
:

Here we considered

WQ (t) =

Z t

0

S (t� s)
p
QdW (s) ; t � 0;

and S (t� s) is the C0�semigroup generated on L2 (O) by the Laplace
operator with Neumann boundary condition.

For su¢ cient assumptions on Q under which the condition above holds,
see Theorem 2.13, page 29 from [13].

De�nition 1 A mild solution to equation (1) is a stochastic adapted process

X 2 CW
�
[0; T ] ;

�
H1 (O)

���
which satis�es

X (t) = e�A0tx�
Z t

0

e�A0(t�s)B (Z) ds+WQ (t) ; P-a:s:; t 2 [0; T ] ;

where
Z 2 L1 ([0; T ]� @O � 
) \ L2W

�
[0; T ] ; H�1=2 (@O)

�
is such that Z 2 � (X) a.e. on [0; T ]� @O � 
;

A0 : H
1 (O)!

�
H1 (O)

��
is the Laplace operator with Neumann boundary condition, e�A0t is the C0 semi-
group generated by A0 on

�
H1 (O)

��
and

B : H�1=2 (@O)!
�
H1 (O)

��
is the adjoint of the trace operator 0 introduced in (3).
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2 The optimal control formulation

The �rst step is to rewrite the stochastic di¤erential equation (1) as a random
di¤erential equation.
To this purpose we consider �rst8>>><>>>:

dWQ (t)��WQ (t) dt =
p
QdW (t) ; O � (0; T ) ;

@WQ

@n
= 0; @O � (0; T ) ;

WQ(0) = 0; O:

(5)

It is well known that the restriction to H2 (O) of the Laplace operator A0
generates a C0� semigroup on L2 (O) ; which shall be denoted by S (t) :
By classical existence theory we have that equation (5) has a unique solution

(the stochastic convolution) of the form

WQ (t) =

Z t

0

S (t� s)
p
QdW (s) ; t � 0;

such that WQ 2 C
�
[0; T ]�O

�
; P� a:s:.

For each ! 2 
 �xed, we can take the di¤erence between (1) and (5) and get8>>>>>>><>>>>>>>:

d (X (t)�WQ (t))��(X (t)�WQ (t)) dt = 0; (0; T )�O;

@ (X �WQ)

@n
+�(X) 3 0; (0; T )� @O = �T ;

(X �WQ) (0) = x; O:

(6)
We denote Y = X �WQ and we can rewrite (6) in the equivalent form8>>>>>>>>><>>>>>>>>>:

@Y

@t
��Y = 0; (0; T )�O;

@Y

@n
+ Z = 0; �T ;

Y (0) = x; O;

where
g (0 (Y +WQ)) + g

� (Z) = 0 (Y +WQ)Z; a:e: on �T :

Indeed, according to (4), the relation above is veri�ed only if

Z 2 � (0 (Y +WQ)) ; a.e. on (0; T )� @O � 
:
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We construct the following optimal problem

Minimize (P)

I(Y; Z) =

Z T

0

Z
@O
fg (0 (Y +WQ)) + g

� (Z)� 0 (Y +WQ)Zg d�dt

where

0 (Y ) 2 L1 (�T ) ; Z 2 L1 ([0; T ]� @O) \ L2
�
[0; T ] ; H�1=2 (@O)

�
are subject to 8>>>>><>>>>>:

@Y

@t
��Y dt = 0; (0; T )�O;

@Y

@n
+ Z = 0; �T ;

Y (0) = x; O;

and to the state contrainte Y 2 L2
�
(0; T ) ; H1 (O)

�
:

Following an idea similar to the Brezis Ekeland variational principle, we can
easily check that equation (6) has a solution if and only if the optimal problem
(P) has an optimal pair (Y �; Z�) and I (Y �; Z�) = 0:
Since we shall use a L1 � approach, the last term of I(Y;Z) might not be

well de�ned. For this reason we shall rewrite (P) in a more convenient form,
i.e.

Minimize (P0)

I 0(Y;Z) =

Z T

0

Z
@O
fg (0 (Y +WQ)) + g

� (Z)� 0 (WQ)Zg d�dt

+

Z T

0

Z
O
jrY j2 d�dt+ 1

2
kY (T )k22 �

1

2
kxk22 ;

where

0 (Y ) 2 L1 (�T ) ; Z 2 L1 ([0; T ]� @O) \ L2
�
[0; T ] ; H�1=2 (@O)

�
are subject to 8>>>>><>>>>>:

@Y

@t
��Y dt = 0; (0; T )�O;

@Y

@n
+ Z = 0; �T ;

Y (0) = x; O;

and to the state contrainte Y 2 L2
�
(0; T ) ; H1 (O)

�
:
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3 The main result

We can now formulate the main result of this paper which holds under the
hypotheses presented in introduction.

Theorem 2 For each x 2 L2 (O) ; there is a unique mild solution to equation
(1) in the sense of De�nition 1, such that

X 2 L2W
�
[0; T ] ; H1 (O)

�
and

g (0 (Y +WQ)) ; g
� (Z) 2 L1 (
� [0; T ]� @O) ;

where Z 2 � (X) a.e. on [0; T ]� @O � 
:

In order to prove the result above, we need the following lemmas.

Lemma 3 The optimal control problem (P0) has at least a optimal pair.

Proof of Lemma 3. We know by classical theory that for

Z 2 L2
�
0; T ; H�1=2 (@O)

�
equation 8>>>>><>>>>>:

@Y

@t
��Y dt = 0; (0; T )�O;

@Y

@n
+ Z = 0; �T ;

Y (0) = x; O;

(7)

has a unique solution Y 2 C
�
[0; T ] ;

�
H1 (O)

��� \ L2 �0; T ;H1 (O)
�
; of the

form

Y (t) = e�A0tx�
Z t

0

e�A0(t�s)B (Z) ds (8)

where the operators A0 and B are as in De�nition 1.
A similar method is presented in Example 2 from Section 4.3 of [8] for the

restriction of A0 to H2 (O) which generates a C0� semigroup on L2 (O). For
the reader�s convenience, we shall sketch the main ideas, adapted to our case,
which needs A0 as the generator of a C0� semigroup on

�
H1 (O)

��
.

Indeed, (8) follows by Proposition 4.39 from [8]. For assumption iii) which
is necessary for the proposition mentioned before, we need to check that there
exist a function ' 2 L1 (0; T ) such thateA0tB


L(H�1=2(@O); (H1(O))�) � ' (t) ; 8t 2 [0; T ] : (9)
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This follows fromZ t

0

ky (s)k2(H1(O))� ds �
1

2
ky0k2(H1(O))� (10)

where y(t) = e�A0tx is the solution to

@y

@t
��y = 0; (0; T )�O;

@y

@n
= 0; �T ;

y(0) = y0; O;

Relation (10) was obtained by using the chain di¤erentiation rule (see e.g.
Lemma 4.1 from page 128 of [5]).
More precisely, we obtain (9) by using (10) as followseA0tB


L(H�1=2(@O); (H1(O))�) � sup

kzk
H�1=2(@O)�1

eA0tB (z)

(H1(O))�

� sup
kzk

H�1=2(@O)�1
kB (z)k(H1(O))� ' (t)

� C' (t) ;

and because B : H�1=2 (@O)!
�
H1 (O)

��
is linear and continuous as its adjoint

0.
In order to get existence of the optimal pair we need �rst to prove that the

cost functional

I 0(Y; Z) =

Z T

0

Z
@O
fg (0 (Y +WQ)) + g

� (Z)� 0 (WQ)Zg d�dt (11)

+

Z T

0

Z
O
jrY j2 d�dt+ 1

2
kY (T )k22 �

1

2
kxk22 ;

is bounded from below. For similar arguments applied to the porous media case,
see [2] and [7].
First we note that�����

Z T

0

Z
@O

0 (WQ)Zd�dt

����� � �

Z T

0

Z
@O
jZj d�dt (12)

where � = sup
t2[0;T ]

jWQjL1(@O) <1:

On the other hand, since D (�) = R we have that lim
jrj!1

g� (r)

jrj = 1; and
then, for each N > 1 there is CN > 0 such that

g� (Z) � 2N� jZj a:e: on f(t; �) 2 �T ; Z (t; �) > CNg :

8



Then we have thatZ T

0

Z
@O
jZj d�dt =

ZZ
jZ(t;�)j>CN

jZj d�dt+
ZZ

jZ(t;�)j�CN

jZj d�dt (13)

� 1

2N�

Z T

0

Z
@O

g� (Z) d�dt+ CN j�T j ;

where j�T j is the measure of �T :
Going back to (12) we obtain�����

Z T

0

Z
@O

0 (WQ)Zd�dt

����� � 1

2

Z T

0

Z
@O

g� (Z) d�dt+ �CN j�T j :

Keeping in mind that g � 0 and g� � 0 we obtain that (11) is bounded from
below.
Consequently, we can construct a minimizing sequence (Yn; Zn)n that veri�es

inf I 0(Y; Z) �
Z T

0

Z
@O
fg (0 (Yn +WQ)) + g

� (Zn)� 0 (WQ)Zng d�dt (14)

+

Z T

0

Z
O
jrYnj2 d�dt+

1

2
kYn (T )k22 �

1

2
kxk22 � inf I

0(Y;Z) +
1

n

and is subject to (7).
We obtain that (Yn)n is weakly compact in L

2
�
0; T ; H1 (O)

�
and, via the

Dunford Pettis theorem, we have that (Zn)n is weakly compact in L1 (�T ) :
Indeed, we have thatZ T

0

Z
@O

g� (Zn) d�dt � C
�
1 + kxk22

�
;

and by (13) we get thatZ T

0

Z
@O
jZnj d�dt � C

�
1 + kxk22

�
:

The equi-integrability of (Zn)n follows by arguing as in Proposition 2.12 from
[4] or Theorem 2.2 from [2] and then we can apply the Dunford Pettis theorem.
This leads to

Yn ! Y �; weakly in L2
�
0; T ; H1 (O)

�
;

0 (Yn)! 0 (Y
�) ; weakly in L1 (�T ) ;

Zn ! Z�; weakly in L1 (�T ) :

(15)

Since g and g� are lower semicontinuous and convex in R, we have by [20]
that the corresponding convex integrals have the same properties in L1 (�T )

9



and, consequently, they are lower semicontinuous also in the weak topology of
L1 (�T ).
Now we can pass to the limit in (14) and get a solution to the optimal control

problem, i.e.

inf I 0(Y;Z) =

Z T

0

Z
@O
fg (0 (Y � +WQ)) + g

� (Z�)� 0 (WQ)Z
�g d�dt

+

Z T

0

Z
O
jrY �j2 d�dt+ 1

2
kY � (T )k22 �

1

2
kxk22 ;

and this conclude the proof of Lemma 3.

Lemma 4 The optimal solution (Y �; Z�) to problem (P0) is also solution to
the optimization problem (P).

Proof of Lemma 4. From the formulation of problem (P0) we know that
(Y �; Z�) are such that

Z�; 0 (Y
�) 2 L1 (�T ) ; Y � (T ) 2 L2 (O) ;

and
Y � 2 C

�
[0; T ] ; L1 (O)

�
\ L2

�
0; T ; H1 (O)

�
is a mild solution to equation (7) such that

g (0 (Y
� +WQ)) ; g

� (Z�) 2 L1 (�T ) :

First we shall check that

0 (Y
�)Z� 2 L1 (�T ) : (16)

By using assumption H2 we can easily see that

g (�0 (Y � +WQ)) 2 L1 (�T ) ;

and then, by the conjugacy formulae (4), we obtain that

�g (�0 (Y � +WQ))�g� (Z�) � 0 (Y
� +WQ)Z

� � g (0 (Y
� +WQ))+g

� (Z�)

and consequently, (16) follows directly.
Next we shall prove that

1

2
kY � (T )k22�

1

2
kxk22+

Z T

0

Z
O
jrY �j2 d�dt+

Z T

0

Z
@O

0 (Y
�)Z�d�dt = 0: (17)

10



From the de�nition of the problem (P0) we know that Z� 2 L1 (�T ) is such that
the solution of equation8>>>>><>>>>>:

@Y �

@t
��Y � = 0; (0; T )�O;

@Y �

@n
+ Z� = 0; �T ;

Y � (0) = x; O;

(18)

veri�es Y � 2 C
�
[0; T ] ; L1 (O)

�
\ L2

�
0; T ; H1 (O)

�
and Y � (T ) 2 L2 (O).

Since
@Y �

@n
+ Z� = 0 on �T

and Y � 2 L2
�
0; T ; H1 (O)

�
we have by Theorem 7.39, page 234 from [1] that

Z� 2 L2
�
0; T ; H�1=2 (@O)

�
:

See also [15] for similar arguments.
We recall the trace operator

0 : H
1 (O) �! H1=2 (@O) ;

and its adjoint
B : H�1=2 (@O) �!

�
H1 (O)

��
;

i.e.,
(H1(O))� hB (u) ; viH1(O) = H�1=2(@O) hu; 0 (v)iH1=2(@O) :

Then equation (18) can be rewritten as(
@Y �

@t
+A0 (Y

�) +B (Z�) = 0; (0; T )

Y � (0) = x
(19)

where A0 : H1 (O) �!
�
H1 (O)

��
is the Laplace operator with Neumann ho-

mogeneous boundary conditions.
We apply to (19) the operator (1 + "A0)

�1
:
�
H1 (O)

�� �! H1 (O) and
denote

Y �" = (1 + "A0)
�1
Y � and B (Z�)" = (1 + "A0)

�1
B (Z�) :

It is well known that Y �" ! Y � and B (Z�)" ! B (Z�) as "! 0 in the spaces
where they belong (i.e. in H1 (O) and

�
H1 (O)

��
respectively).

On the other hand we can take the duality product betweenH1 (O) and
�
H1 (O)

��
of equation 8><>:

@Y �"
@t

+A0 (Y
�
" ) +B (Z

�)" = 0; (0; T )

Y �" (0) = (1 + "A0)
�1
x:

11



with Y �" ; and, keeping in mind that (H1(O))� h: ; :iH1(O) = h: ; :i2 ; we have that

1

2
kY �" (T )k

2
2�
1

2

(1 + "A0)�1 x2
2
+

Z T

0

Z
O
jrY �" j

2
d�dt+

Z T

0

Z
O
B (Z�)" Y

�
" d�dt = 0:

Letting "! 0; we obtain that

lim
"!0

Z T

0

Z
O
B (Z�)" Y

�
" d�dt = �

1

2
kY � (T )k22 +

1

2
kxk22 �

Z T

0

Z
O
jrY �j2 d�dt:

(20)
We also know that

Y �" ! Y �; strongly in H1 (O)

and
B (Z�)" ! B (Z�) ; strongly in

�
H1 (O)

��
in each t 2 [0; T ] as "! 0; and, by using the fact that (1 + "A0)

�1 is a contrac-
tion and B is linear and continuous, we get that����Z

O
B (Z�)" Y

�
" d�

���� � kB (Z�)"k(H1(O))� kY
�
" kH1(O)

� kZ�kH�1=2(@O) kY
�kH1(O) :

Keeping in mind that Z� 2 L2
�
0; T ; H�1=2 (@O)

�
and Y � 2 L2

�
0; T ; H1 (O)

�
we can pass to the limit in (20) by using the Lebesgue dominated convergence
theorem for the integral with respect to t and we obtain (17).
Finally, by replacing (17) in (P0) we can conclude the proof of Lemma 4.

Proof of the main result.
In order to prove existence of the solution for equation (1) it is su¢ cient to

show that I (Y �; Z�) = 0. To this purpose we can use the duality theorem for
optimal control problem (see for instance Theorem 4.16 from [8]), i.e.

I 0 (Y �; Z�) + min (P �) = 0;

where (P �) is the dual optimization problem corresponding to (P ) or equiva-
lently to (P 0) :
Recall that

I 0(Y �; Z�) =

Z T

0

�Z
@O
fg (0 (Y � +WQ)) + g

� (Z�)� Z�0 (WQ)g d�
�
dt

+

Z T

0

Z
O
jrY �j2 d�dt+ 1

2
kY � (T )k22 �

1

2
kY � (0)k22

denote
=

Z T

0

L (Y �; Z�) dt+ l(Y � (T ) ; Y � (0)):

12



We can compute the explicit form of the dual problem by using the following
constructions.
The functional of the dual problem is

I�(p; q) =

Z T

0

M (0 (p) ; q) dt+m(p(T ); p(0)); (21)

where

M (q; 0 (p)) = sup
(u;v)2H1�H�1=2

n
H1 (u; q)(H1)� +H�1=2 (v; 0 (p))H1=2 � L(u; v)

o
;

for p 2 H1 (O) and q 2
�
H1 (O)

��
and

m(p(T ); p(0)) = l�(p(T ); � p(0));

and I�(p; q) is subject to8>>>>><>>>>>:

@p

@t
+�p+ q = 0; on (0; T )�O;

@p

@n
= 0; on (0; T )� @O;

(22)

such that
(q; 0 (p)) 2 @L (Y �; Z�) ;

(p(T );�p(0)) 2 @l(Y � (T ) ; Y � (0)):

For details see e.g. Section 4.1.8 from [8], especially the proof of Theorem
4.5 and Theorem 4.16. Keep in mind that, in our case, the sign of the operator
B is changed with respect to the mentioned theory and that implies the other
sign modi�cations which can be seen above.
We shall �rst compute

M (q; 0 (p)) = sup
u2H1(O)

n
H1 (u; q)(H1)� � ~Ig(u)

o
+ sup
v2H�1=2(O)

n
H�1=2 (v; 0 (p))H1=2 � ~Ig�(v)

o
denote
=

�
~Ig

��
(q) +

�
~Ig�
��
(0 (p))

where

~Ig(u) =

Z
@O

g (0 (u+WQ)) d� +

Z
O
jruj2 d�

~Ig�(v) =

Z
@O
(g� (v)� v0 (WQ)) d�:

13



We can easily see that�
~Ig�
��
(0 (p)) = sup

v2H�1=2(O)

�
H�1=2 (v; 0 (p) + 0 (WQ))H1=2 �

Z
@O

g� (v) d�

�
=

Z
@O

g (0 (p+WQ)) d�;

and then

M (q; 0 (p)) =
�
~Ig

��
(q) +

Z
@O

g (0 (p+WQ)) d�: (23)

On the other hand we have that

m(p(T ); p(0)) = l�(p(T ); � p(0)) (24)

= sup
(a;b)2L2(O)�L2(O)

�
(a; p(T ))2 + (b;�p (0))2 �

1

2
kak22 +

1

2
kbk22

�
=

1

2
kp(T )k22 �

1

2
kp(0k22 ;

since

�'� (r) = (�')� (�r) for ' : L2 (O)! R; ' (b) =
1

2
kbk22 :

Going back to (21) and replacing (23) and (24) we obtain that

I�(p; q) =

Z T

0

��
~Ig

��
(q) +

Z
@O

g (0 (p+WQ)) d�

�
dt (25)

+
1

2
kp(T )k22 �

1

2
kp(0k22 :

From (22) we can easily see that

1

2
kp(T )k22 �

1

2
kp(0k22 =

Z T

0

Z
O

�
jrpj2 � pq

�
d�dt;

and then, by replacing in (25), we get

I�(p; q) =

Z T

0

�
~Ig

��
(q) dt+

Z T

0

�Z
@O

g (0 (p+WQ)) d� +

Z
O
jrpj2 d�

�
dt

�
Z T

0

Z
O
pqd�dt

=

Z T

0

��
~Ig

��
(q) + ~Ig (p)� (p; q)L2(O)

�
dt � 0:

Consequently
min (P �) � 0

14



and then I 0 (Y �; Z�) = 0 (equivalent with I (Y �; Z�) = 0); i.e.Z T

0

Z
@O
fg (0 (Y � +WQ)) + g

� (Z�)� 0 (Y � +WQ)Z
�g d�dt = 0:

Finally, by (4) we get that

Z� 2 � (0 (Y � +WQ)) ; a.e. on (0; T )� @O � 
.

Taking into account that X = Y +WQ and also the relations (14) and (15)
we conclude the proof of existence.
Uniqueness of the solution follows directly from uniqueness of the solution

to equation (6) which is immediate from the monotonicity of �: This concludes
the proof of the main result.

Acknowledgement 5 This work was supported by the postdoctoral research
project PN-II-RU-PD-2012-3-0240 of the Romanian National Authority for Sci-
entifc Research.

References

[1] Adams R., Fournier J.F, Sobolev Spaces, Elsevier, Pure and Applied Math-
ematics, Volume 140, Second Edition, 2003

[2] Barbu V., A variational approach to stochastic nonlinear parabolic prob-
lems, J. Math. Anal. Appl. 384, 2-15, 2011

[3] Barbu V., Optimal control approach to nonlinear di¤usion equations driven
by wiener noise, J. Optim. Theory Appl., 153, 1-26, 2012

[4] Barbu V., Analysis and Control of Nonlinear In�nite Dimensional Systems,
Acad Press, Boston, 1993

[5] Barbu V., Nonlinear Di¤erential Equations of Monotone Type in Banach
Space, Springer, Berlin, 2010

[6] Barbu V., Bonaccorsi S., Tubaro L., A stochastic heat equation with non-
linear dissipation on the boundary, preprint

[7] Barbu V., Da Prato G., Röckner M., Existence of strong solution for sto-
chastic porous media equations under general motonocity conditions, An-
nals of Probability, Vol. 37, no. 2, 428-452, 2009

[8] Barbu V., Precupanu T., Convexity and Optimization in Banach Spaces,
D. Reidel Publishing, Dordrecht 1986, new edition Springer, 2010

[9] Brezis H., Functional Analysis, Sobolev Spaces and Partial Di¤erential
Equations, Springer 2010

15



[10] Brezis H., Ekeland I.,Un principe variationnell associé à certaines équations
paraboliques. Le cas indépendent de temps. C.R. Acad. Sci. Paris 282, 971-
974, 1976

[11] Brezis H., Ekeland I.,Un principe variationnell associé à certaines équations
paraboliques. Le cas dépendent de temps. C.R. Acad. Sci. Paris 282, 1197-
1198, 1976

[12] Da Prato G., Zabczyk J., Stochastic Equations in In�nite Dimentions,
Cambridge University Press, 1992

[13] Da Prato G., Kolmogorov Equations for Stochastic PDEs, Birkhäuser Ver-
lag, Basel, 2004

[14] Duvaut G., Lions J.L., Inequalities in Mechanics and Physics, Springer
Verlag, Berlin, 1976

[15] Lions J.L., Optimal Control of Systems Governed by Partial Di¤erential
Equations, Springer Verlag, 1971

[16] Marinoschi G., Existence to time-dependent nonlinear di¤usion equations
via convex optimization, J. Optimization Theory and Applications, 154 (3),
792-817, 2012

[17] Marinoschi G., A variational approach to nonlinear di¤usion equations with
time periodic coe¢ cients, Annals of the University of Bucharest (mathe-
matical series), 3 (LXI), 173-185, 2012

[18] Prevot C., Röckner M., A concise course on stochastic partial di¤erential
equations, Monograph, Lectures Notes in Mathematics, Springer, 2006

[19] Rockafeller R.T., Convex Analysis, Princeton University Press, Princeton,
NJ, 1969

[20] Rockafeller R.T., Integrals which are convex functional. II, Pac. J. Math.
29,439-469, 1971

16


	ioana2-2013
	Neumann.optimal

